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Datasets Configuration:
We validate the superiority of MAD in a variety
of single-DG scenarios with different modalities,
including recognition on 1D texts, 2D images,
3D point clouds, and semantic segmentation
on 2D images. We inject our MAD to several
baseline methods, including ERM, pAdaIn,
Mixstyle, DSU, etc.

Qualitative Results:

Analysis Results:

Single-DG results on 1D texts (Amazon-Review dataset). Single-DG results on 2D images (PACS dataset).

Single-DG results on 2D images segmentation (GTA-5 →
Cityscapes).

Single-DG results on 3D point cloud (PointDA-10 dataset).

Quantitively Results:

Hyper-parameter Sensitivity Analysis on 1D texts. Confusion Matrix Analysis on 2D images (PACS).

 Introducing a novel two-branch classifier, a biased-branch encourages the
classifier to identify domain-specific (superficial) features, a general-branch
captures domain-generalized (semantic) features.

Motivation:
Deep Neural Networks (DNNs) fail to generalize

well to outside of distribution (OOD) data due to
the notorious short-cut learning.

 Existing single domain generalization (single-DG)
commonly devise various data-augmentation
algorithms, which are typically modality-specific.

Contribution:
 We target for a versatile Modality-Agnostic

Debiasing (MAD) framework for single-DG, that
enables generalization for different modalities.

 MAD is pluggable to most single-DG models.
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