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Introduction

Methodology

Experiments on Standard Benchmark

Experiments on Real-world Applications

 Designing the one-vs-all global clustering to achieve pseudo-
labeling under inconsistent label space.

 Introducing the K-NN local clustering to alleviate negative transfer.

 The source data free universal domain adaptation (SF-UniDA)
based on standard pre-trained models and unlabeled target data.
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 Not just only computer science
benchmarks, we also conduct
experiments on several realistic
applications, including remote
sensing recognition, wild animal
classification, and single-cell
RNA-seq analysis.

Hyper-parameter Analysis: Robustnesss Analysis:

Datasets Configuration: 
We evaluate GLC on Partial Domain Adaptation
(PDA), Open-set Domain Adaptation (OSDA),
and Open-partial Domain Adaptation (OPDA).

Representative Results:
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